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ABSTRACT 
 

This paper presents neural load torque compensation method which is composed of a deadbeat load torque observer and 
gains compensation by a parameter estimator. As a result, the response of the PMSM (permanent magnet synchronous 
motor) obtains better precision position control. To reduce the noise effect, the post-filter is implemented by a MA 
(moving average) process. The parameter compensator with an RLSM (recursive least square method) parameter estimator 
is adopted to increase the performance of the load torque observer and main controller. The parameter estimator is 
combined with a high performance neural load torque observer to resolve problems. The neural network is trained in on-
line phases and it is composed by a feed forward recall and error back-propagation training. During normal operation, the 
input-output response is sampled and the weighting value is trained multi-times by the error back-propagation method at 
each sample period to accommodate the possible variations in the parameters or load torque. As a result, the proposed 
control system has a robust and precise system against load torque and parameter variation. Stability and usefulness are 
verified by computer simulation and experiment. 
 
Keywords : Permanent magnet synchronous motor, Neural deadbeat observer, Parameter compensator, Back-propagation 

method 
 
 

1. Introduction 
 

Recently, precision position control has become more 
and more important in LCD inspection of LM drives, chip 
mounted machines, semiconductor production machines, 
precision milling machines, high resolution CNC 
machines, precision assembly robots, high speed hard disk 
drivers, etc.  It is merging with nanotechnology, as a part 
of nano-fabrication, and is also spreading to the 

bio-engineering field and optical equipment.  
Additionally, it is very important in direct drive systems. 
A PMSM has replaced many DC motors since industry 
applications require smaller and more powerful actuators. 
The PMSM has low inertia, large power-to-volume ratio, 
and low noise as compared to permanent magnet DC 
servomotors having the same output rating [1,2] . However, 
the disadvantages of this machine are high cost and the 
need for a more complex controller because of its 
nonlinear characteristic. 

The proportional-integral (PI) controller usually used in 
PMSM control is simple to realize but it is difficult to 
obtain a sufficiently high performance in tracking 
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applications. A new systematic approach was done in state 
space using digital position information in a PMSM 
system[3-6]. However, the machine flux linkage is not 
exactly known for a load torque observer thus creating the 
problem of uncertainty[7,8]. With the cogging effect, some 
damage on the permanent magnet over the current can 
affect the value of tk . This causes small position or speed 

errors and increases the chattering effect, which should be 
reduced as much as possible. It also makes miss-estimated 
load torque in deadbeat observer systems. In this paper a 
parameter compensator with an RLSM parameter 
estimator is suggested to increase the performance of the 
load torque observer and main controller. This 
compensator makes the system work as if was in a 
nominal system parameter. Therefore the deadbeat load 
torque observer has a good performance as if there was no 
parameter variation. Finally, this controller can be used in 
robot or vestibular systems which are simulators.  These 
systems need exact sinusoidal speed control even when an 
unbalanced load is injected. Other production equipment 
can use this controller to increase production quality. 
 

2. Modeling of PMSM 
 

The system equations of a PMSM model can be 
described as  
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where  

p : number of poles 
  mλ  : flux linkage of permanent magnet 

ω  : angular velocity of rotor 

J  :inertia moment of  rotor 

  B :viscous friction coefficient. 

3. Control Algorithm 
 
3.1 Position controller 

A new state is defined for the tracking controller as Eqn. 
(3). Where rω  is the rotor speed reference [2]. The control 

input becomes Eqn. (4). 
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The augmented system for the speed control of a PMSM 

is expressed as follows: 
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If the load torque LT  is known, an equivalent current 

command 2qci can be expressed as   

 

L
t
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Then, the feeding forward equivalent q axis current 

commands the output controller and compensates for load 
torque effect. However, disturbances are unknown or 
inaccessible in a real system. 

 
3.2 Load torque observer and MA process 
It is well known that an observer is available when input 

is unknown and inaccessible. For simplicity, a 0-observer is 
selected [4].  The system equation can be expressed as  
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To reduce the disadvantages of a deadbeat observer 
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which is too noise sensitive a moving average (MA) filter 
is considered [9]. 
 

))1(ˆ)(ˆ(
2
1)(~ −+= kTkTkT LLL                    (9) 

 
3.3 Parameter estimator and compensator 
The discrete dynamic equation of the PMSM can be 

written as 
 

)()()()()1( kTkikykky Lqs ⋅+⋅+⋅+⋅=+ δγβωα    (10) 
 

where )1(
h

J
B

e
B
J −

−=α , 1=β , )(
2

h
J
B

t e
B
J

B
Jh

B
J

J
Pk

−
+−=γ , 

)(
2

h
J
B

e
B
Jh

B
J

B
J

J
P −

−−=δ  

 
Based on the assumption that there is no effect, the load 

torque, feed back gain and feed forward gain are defined 
as 1C , 2C  and 3C respectively [10].  The control input, 

to compensate for parameter variation and to make the 
system an equivalent nominal system, is defined as 
follows: 
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Therefore the resultant compensated system is equal to 
the nominal equivalent system. 
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where α , β , γ  and nα , nβ , nγ  are actual 

parameters and nominal parameters, respectively. These 
values can be obtained easily with Eqn. (12) as 

γ
γ
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Parameter compensation requires real parameter 
estimation [11-13]. Using a discrete system equation without 
disturbance Eqn. (13) a parameter and a measured 
parameter can be separated. 
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An RLSM can estimate the real parameter. The resultant 

equations are as follows [14-16]: 
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3.4 Proposed neural network observer 
The approximation of the multi-variable neural network 

can be done by the Hornick function method. This neural 
network can compensate for the effects of system 
parameter variations [17-19]. Fig. 1 shows a controller with a 
back-propagation neural network (BPNN) used which is 
based on an augmented state feedback [20-23]. 

This BPNN uses rotor speed, rotor speed reference, 
speed error, and equivalent q-phase current commands of 
the torque observer as input nodes to learn the optimal 
current command. The error between the real controller 
output and neural network propagate back to a hidden 
layer under the following bipolar activation function. 
 

 
Fig. 1  Diagram of the neural network using the error 

back-propagation 
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The slope of the activation function is considered as 1 

for simplicity and weight is changed according to the delta 
learning rule. Eqn. 19 represents the neural network output 
of the each node. 
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where kd is qci . A connection weight kjw is a weight 

between j-th and k-th hidden layer is of NN. This delta 
rule can guarantee weight movement to the negative line 
of the error variation. The error signal is known as Eqn. 22 
applying a chain rule. Therefore from Eqn. 17 and Eqn. 22 
the error signal can be obtained as Eqn. 23. 
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From these results, the weighting functions are adapted 

by the delta learning rule as follows [24]: 
 

jokkjkj ykk ηδωω +=+ )()1(        (24) 

 
Hidden layer weights are also changed by the same 

method. 
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The resultant block diagram of the proposed controller is 

shown in Fig. 2. 

 

Fig. 2  Block diagram of the proposed algorithm 

 
4. Configurations of Overall Systems 

 
The total block diagram of the proposed controller is 

shown in Fig. 2. The C-Language program and a 
TMS320C31 DSP implement the digital control. 

 

 
Fig. 3  Block diagram of the proposed control system 

 
Experimental load systems directly coupled to the motor 

axis are depicted in Fig. 3. This system creates time 
varying load torque to show the effectiveness of the 
proposed algorithm.   

 
  

PMSM

Bar Load

PMSM

Bar Load

PMSM

Bar Load

 
(a) Inertial load                (b) bar load 

 

Fig. 4  The figure of load for parameter and load variation 
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Fig. 5  The configuration of the experiment system 

 
5. Simulation and Experimental Results 

 
The parameters of a PMSM motor used in this 

simulation and this experiment are shown in Table 1.  
 

Table 1  PMSM parameters 

 
 

The hysteresis band gap is chosen as 0.01[ A ] and the 
sampling time h is determined as 0.2 [ ms ]. The weighting 
matrix is selected as [ ]30000801.0diagQ = , R = 1 

and the optimal gain matrix becomes  
[ ].5080.629807.40773.0=k The deadbeat observer 

and the gain matrices are calculated from nominal values. 
The gain is obtained using the pole placement method at 
origin in z domain and becomes 

[ ]TL 20.2757000.29.9623 −=  [25]. The simulation 

results are shown in Fig. 5 and Fig. 6. Fig. 5 shows the 
speed response of the conventional controller.  There is a 
small speed ripple and small overshoot caused by a current 
ripple of the hysteresis band gap and parameter variation. 

 

 

-3
-2.5

-2
-1.5

-1
-0.5

0
0.5

1
1.5

2
2.5

3

12 13 14 15 16 17 18

[sec]

[
A
]

(a) Augmented state feedback 

 

 
 

 
 (b) Dead beat observer and parameter compensator algorithm 
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(d) Proposed algorithm  
 
Fig. 6  Simulation results of the rotor position, q phase current 

command for load 
 

The inertial parameter has 100 times the permanent 
magnet value and two times the R and L value. This 
conventional algorithm makes a large current ripple due to 
parameter variation. Fig. 6 shows the results of a proposed 
algorithm that has the same position command and same 
disturbance condition as Fig.4. The load effects are reduced 
by the proposed algorithm of the parameter compensation. 
In the proposed system with NN, the error is markedly 
decreased, more than in the case of the parameter 
compensation. 

 

 
(a) Load torque observer algorithm 

 
(b) Parameter compensation algorithm 

 
(c) Proposed algorithm  

 

Fig. 7  Performance comparison of three controllers for the 
parameter variation, Zoom in the rotor position(0.7rad~ 
0.8rad)  

 
Fig. 7 presents 0.1[rad] scaled simulation results to 

show a comparison between the two controllers. The 
conventional controller in Fig. 7(a) has a large position 
ripple compared with the proposed system Fig 7(c). The 
parameter compensation is not as good as in the parameter 
compensation plus NN case.  This is the result of a 
parameter compensator with a neural network.  
 

 
 

(a) Augmented state feedback algorithm  
 

 
 

(b) Load torque observer algorithm  
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(d) Proposed algorithm  
 

Fig. 8  Experimental results of the rotor position and 
q-phase current command with a inertia load  

 
The experimental results are depicted in Fig. 8 and Fig. 

9. In this experiment, real observable gains are reduced to 
about 30% to obtain some effectiveness in parameter 
compensation. The parameter compensator calculates the 
real parameter and compensates for current miss turned 
gains. Fig. 8 shows experimental results of the position 
with current command at about 3 seconds in duration. 
There is a current ripple in a steady state and large position 
overshoot in transient state shown in Fig. 8(a) and 8(b). 
However, after 20 minutes, there is no current ripple and 
the position error in the proposed system as shown in Fig. 
8(b). A more detailed figure is shown in Fig. 9 from 0 to 
20 minutes. This figure has a scale between 0.1[rad] 
(0.7[rad] ~ 0.8[rad]) with a zooming data and shows that 
position error decreases gradually as time goes on.  
 

 
 

(a) Disturbance observer algorithm 
 

 
 

(b) Disturbance observer and parameter compensator 
(after one minute) 

 
 

(c) Disturbance observer and parameter  compensator 
 (after twenty minutes) 

 
Fig. 9  Experiment results of zoom in the rotor position for 

inertia load  
 

6. Conclusions 
   

A new deadbeat load torque observer with a system 
parameter compensator was proposed to obtain better 
performance from the PMSM in a precision position 
control system. This compensator makes a real system 
work as in a nominal parameter system. Therefore the 
deadbeat load torque observer demonstrated a good 
performance and acted as if there were no parameter 
variation. To reduce of the effect of noise a post-filter was 
implemented by an MA process. The system response 
comparison was conducted between the deadbeat gain 
observer and the parameter compensated system with a 
deadbeat observer. Since the parameter compensated 
system acted as if there was no parameter variation, the 
conventional deadbeat load torque is well adapted to real 
systems. It can be used to cancel out steady state and 
transient position errors due to external disturbances, such 
as friction, load torque and the small chattering effect of 
the deadbeat control. 
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